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A mathematical formulation

Let N = N(t) be the size of the population at time t, ret) be

the rate of influx into the population and d(t) the rate of depletion.

Then,

dN
dt = N(r(t) - d(t)),

which, of course, says nothing. Now, assume

(1) ret) = a

(2) d(t)

(3) k(t)

k (t)e (t)

k, a constant, called the catchability.

(1) and (2) imply that the population is closed and that the rate of

depletion through sampling is proportional to the rate of expenditure

of effort. (3) says that, throughout the sampling period, each unit of

effort captures the same fraction of the population. This in turn implies

that the unitsoLeffort do not compete with one another. ,

With these assumptions,

N(t)
log N I

N(O)

1 dN-
Ndt = -ke(t)

t

- k Ie(t)dt

a

N ,;" N(O)e-kE(t)

-kE(t)

Hence ~~ = _kN(O)e-kE(t) and, because the population is closed,

dN
dE -oCt). Thus, we get

C(t) k N(O)e-k E(t) and

log C(t) log (k N(O)) - k E(t).
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Again, because the population is closed,

K(t) = N(O) - N(t) and C(t)

by definition. Therefore, eliminating N(t),

C(t) = k N(O) - k K(t).

k N(t)

We may, therefore, plot either or both of these straight lines. If

they do turn out to be reasonably straight, the assumptions are, in

some measure, supported. The fitted lines then yield estimates of

k N(O) and k.

The question of procedures for a numerical fitting is perhaps

not wholly obvious. A simple model may help here.

A bead model

Think of a population of N white beads in a box. A unit of

effort may be a dip with a small scoop. The white beads taken by a

unit of effort are counted and replaced by an ~qual number of red beads,

to keep the unit of effort constant. Any red beads taken in the samp­

ling are replaced. For simplicity, assume that each unit of effort takes

the same number n of beads. Then, i is the catchability. Assume also

that n is small compared to N, so that the sampling is virtually

binomial.

Let the proportion of white beads in the box, just before the tth

sample is drawn, be p(t). Then, if C(t) = c(t) is the number of white

beads in the tth ?ample,

EC(t) = np(t), Var C(t) = np(t) (l-p(t».

If K(t) beads have been removed in the first t-l samples, then



P(t) 1 - K(t) and we have
N

E(C(t) IK(t» = n - ~ K(t) = kN - kK(t).

102

Thus, this relation is of the conditional sort met in regression theory

and may be fitted according to regression methods. While a weighted

fitting is theoretically preferable, it appears that an unweighted

fitting is adequate. Standard regression methods then yield estimates

of kN and k and their standard errors, with the estimate of error taken

to be the s.s. residuals. Fieller's method supplies confidence limits

for N.

An equation like log C(t) = log (kN(O» - kE(t) may be derived

for this model by calculating the unconditional mean of C(t). See

DeLury, Biometrics, Vol. 3, No.4. It turns out to be

E C(t)

log E C(t)

kN(l_k)E(t), or

log (kN) + E(t) log (l-k)

log (kN) kE(t) since k is small.

This does not fit into the regression pattern, but extensive

simulations indicate that fitting using the usual normal equations

yields satisfactory estimates.

These simulations, which used fairly large amounts of effort in

each sample, turned out to produce biased estimates and led to the

suggestion that K(t) and E(t) be calculated as

K(t)

This correction may be thought of as a continuity correction or as a

compensation for using binomial instead of hypergeometric theory.
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Catch-effort methods may be used in conjunction with a tagging

study, by tagging and returning all captures and disregarding all re­

captures. Indeed, there are several advantages to this combination of

methods. If the catch-effort and tagging estimates agree reasonably

well, depending as they do on randomness in different ways, they give

considerable support to each other. Also, each contains information

on the assumptions on which the other depends.

1. Catch-effort estimates depend on constant catchability. Tagging

records supply a population of known size, so recaptures supply a

sequence of direct estimates of catchability, which can be studied

for trends.

2. Tagging estimates require that tagged and untagged be equally

catchable. This may be studied by applying catch-effort methods to

tagged and untagged separately, to detect any difference there may be

between them.



1. The rate of a chemical reaction, y, is measured 3 times at each

of 5 equally-spaced temperatures, t
1

, t z' t
3

, t
4

, t
S

• The averages

of the measured rates are, in appropriate units,
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The error sum of squares, with 10 d.f., is found to be 11.3.

Carry out a study of the curve relating rate of reaction

to temperature, with a view to deciding the degree of a fitted

polynomial that will fit the observations adequately.

Find the values of the coefficients of this fitted

polynomial, written in the form Y = BO~~ + B1~{ + etc.



105

2. The fitting of a regression Y = bO + blu + b2v is carried out in

the following arithmetical form. (All numbers are exact, in the

sense that they have not been rounded off .)

16 40 200 733 1 0 0

40 120 500 1989 0 1 0

200 500 3000 8285 0 0 1

733 1989 8285 37899

1 2.5 12.5 45.8125 0.0625 0 0

0 20 0 156.5 -2.5 1 0

0 0 500 -877 •5 -12:5 0 1

0 156.5 -877 .5 4318.4375

1 0 12.5 26.25 0.375 -0.125 0

0 1 0 7.825 -0.125 0.05 0

0 0 500 -877 .5 -12.5 0 1

0 0 -877 •5 3093.825

1 0 0 48.1875 0.6875 -0.125 -0.025

0 1 0 7.825 -0.125 0.05 0

0 0 1 -1. 755 -0.025 0 0.002

0 0 0 1553.8125

(a) Identify the values of bO' bl , b2 and the sum of squares of

residuals.

(b) Calculate the sum of squares attributable to u.

(c) Calculate, in two ways, the sum of squares attributable to v.

(d) Calculate, in three ways, the sum of squares attributable to

u and V together.

(e) Do you perceive anything odd, exceptional or unusual in this

fitting? Comment and offer an explanation to account for it.

(f) A parameter of interest is defined by n = Ebl - Eb2• Calculate

95% confidence limits for n.

(g) A parameter of interest is defined by

confidence limits for A.

Calculate 95%



3. Observations on a response, y, and a concomitant variable, x, are

made in two different sets of circumstances, referred to here as
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sample 1 and sample 2. Sums of squares and products are as follows.

d.f. (xx) iEil !JiJil.
within sample 1 4 16 30 70

within sample 2 2 6 10 18

(a) Calculate the slope of a linear regression fitted to the

observations in sample 1.

(b) Make the same calculation within sample 2.

(c) Carry out a test to decide whether the slopes obtained in

(a) and (b) are significantly different.

(d) Whatever the conclusion reached in (c), calculate the slope

of two regressions, constrained to be parallel, the sum of

squares attributable to regression and the sum of squares

of residuals.



Calculate the reduced error sum of squares and the adjusted

treatment sum of squares.

What conclusions (or observations or suspicions) would you

offer if (a) the variable x cannot reflect treatment differences

and, presumably, was included only to establish some control

over error; (b) the variable x may be affected by the treatments.
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5. D diameter of weft yarn

108

T amount of twist in weft yarn

u number of picks (i.e. weft yarns) per inch

x a measure of stiffness of the fabric

D
l

= 2.1 D2
= 3.0 Row Totals,

u x u x' u x

88 84 95 104

Tl = 2 82 75 88 94

74 61 84 75

Cell totals 244 220 267 273 511 493

95 71 95 78

T2 = 8 92 55 92 72

84 54 82 56

Cell totals 271 180 269 206 540 386
,', "

10:51Column totals 515 400 536 479 870

(a) Calculate, by the analysis of covariance, adjusted sums of

squares of x, corresponding to D, T, D x T and carry out

tests of significance on them.

(b) Calculate a table of x-values, adjusted to the average

values of u.

(c) Test the significance of the regression of x on u.
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6. Two new designs for a projectile are proposed. These designs differ

from the current standard only in the shape of the nose, but are of

the same weight and the same diameter. The new designs are intended

to reduce air drag, and an experiment is planned to determine which

is the better of the new designs, and whether the reduction is

sufficient to warrant a change. 10 rounds of each projectile are

fired and velocities are measured at the muzzle and at 100 yd. from

the muzzle. The average retardation, u, in ft. per sec. per 100 ft.,

(dv/dX), and the initial velocity, V o in ft. per sec., are both

recorded. The experiment is carried out over ,a period of 10 days

in order to make comparisons under various weather conditions.

The data are given in the following table.

(u, v
O

)

u = retardation (ft/sec/100 ft.) V o = initial velocity (ft/sec.)

Day New design I New design II Standard

1 ( 86,1985) (108,2016) (105,1999)

2 ( 87,1983) ( 90,1981) ( 98,1975)

3 ( 96,2006) (107,2003) (102,1992)

4 (105,2020) (110,2005) (105,2019)

5 ( 99,2008) ( 88,1984) (116,2021)

6 ( 98,2002) (107,2017) (112,2001)

7 (117,2024) (118,2008) (114,2014)

8 ( 86,1971) (113,2014) (118,2015)

9 (104,2010) (113,2020) (110,1996)

10 ( 9,4,2002) (115,2018) (115,2018)

Using the analysis of covariance technique, and assuming that retardation

is a linear function of initial velocity, obtain answers to the following

questions. (Note: It is known that initial velocity is not dependent on

the shape of the projectile.)

••. /cont'd.



Question #6 cont'd.

(a) Do the new designs reduce the air drag? If so, which is

the better of these designs? Estimate the reduction in

retardation by means of a confidence interval.

(b) Do day-to-day differences in conditions affect the initial

velocity? The retardation?

(c) If the analysis had been conducted on the observed

retardations without the adjustments for initial

velocity, would the difference in designs have shown

up as significant? What would have been the residual

error in this case? What effect would a 25 ft./sec.

increase in initial velocity have on the retardation?
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7. A feeding trial to compare three diets is carried out using rats.

A randomized block pattern is used, with 4 replications. The

final weight of each rat (y), its initial weight (u) and the

weight of food it consumed (v) are recorded below.

Carry out an analysis of covariance in which adjustment is made for

(1) initial weight only; (2) initial weight and amount of food

consumed.

In particular, study the contrasts diet 1 vs. diet 2 and diet 2 vs.

diet 3. Calculate the adjusted diet averages,in both (1) and (2).

Write a short statement of conclusions indicated by the analysis.

III

Diet 1 Diet 2 Diet 3

u V Y u V Y u V y

Rep 1 209 301 280 204 315 291 189 269 273

Rep 2 190 284 267 175 280 266 199 275 290

Rep 3 192 296 281 179 298 283 187 266 284

Rep 4 178 271 265 186 307 286 181 258 276

Totals 769 1152 1093 744 1200 1126 75,6 1068 1123

Sums of Squares and Products

d.f. (uu) (uv) (VV) (uy) (vy) (yy)

Between Reps 3 599.59 490.33 514.00 136.50 226.33 152.33

Between Diets 2 78.17 -141.00 2232.00 -104.25 - 45.00 166.50

Reps x Diets 6 551.16 634.67 852.00 561. 25 667.67 592.17
(Error)

... Icont'd.



Question 117 cont'd.

Calculation of Regression in Error Row

551.16 634.67 561. 25 1747.08

634.67 652.00 667.67 2154.34

561. 25 667.67 592.17 1821.09

1 1.15151680 1.01830684 3.16982364

0 121.16683254 21. 38119786 142.54803040

0 21. 38119600 20.64528605 42.02648205

1 0 .81510925 1.81510925

0 1 .17646081 1.17646081

0 0 16.87234289 16.87234289

Calculation of Regression in Diets + Error Row

629.33 493.67 457.00 1580.00

493.67 3084.00 622.67 4200.34

457.00 622.67 758.67 1838.34

1 .78443742 .72616910 2.5106,0651

0 2696.74677887 264.18210040. 2960.92888421

0 264.18209906 426.81072130 690.99282493

1 0 .64932305 1. 64932304

0 1 .09796326 1. 09796326

0 0 400.93058164 400.93058614
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... /cont'd.



Question #7 cont'd.

Sums of Squares for Regression and Deviations

Regression Deviations

d.£. s.s. d.£. s.s. m. s.

Error 1 Not needed, and 5 20.6453 4.13
not calculated

Diets + Error 1 7 426.8107

Adjusted Between Diets 2 406.1654 203.08
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Sums of Squares and Products

d.£. (uu) (uv) (vv) (uy) (vy) (yy)

Diet 3 vs. Diet 2 1 18.00 -198.00 2178.00 - 4.50 49.50 1.12

Error 6 551.16 634.67 852.00 561. 25 667.67 592.17

Sum 7 569.16 436.67 3030.00 556.75 717.17 593.29

Calculation of Regression in "Sum" Row

569.16 436.67 556.75 1562.58

436.67 3030.00 717.17 4183.84

556.75 717.17 593.29 1867.21

.76721836
,

1 .97819594 2.74541430

0 2694.97876311 290.02117888 2984.99993762

0 290.02117807 48.67941041 338.70059404

1 0 .89563144 1.89563144

0 1 .10761539 1.10761538

0 0 17.46866821 17.46867371

Sums of Squares of Deviations from Regression

d.f. 8.S. m. s.

Error 5 20.6453 4.13

Diet 3 vs. Diet 2 + Error 6 48.6794

Adjusted Diet 3 vs. Diet 2 1 28.0341 28.03

• •• /cont ' d.



Question #7 cont'd.

Sums of Squares of Deviations from Regression

cl.f. s.s. m.s.

Error 4 16.8723 4.22

Diet 3 vs. Diet 2 + Error 5 17.4687

Adjusted Diet 3 vs. Diet 2 1 0.5964 0.60

Sums of Squares of Deviations ffom Regression

d.L s.s. ID. s.

Error 4 16.8723 4.22

Diets + Error 6 400.9306

Adjusted Between Diets 2 384.0583 192.03
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8. A randomized block experiment compared three treatments, t
l

, t z' t
3

,

in three replications rl' rZ' r 3 • One of the measured responses

was lost.

The reported values are given in the following table.

t
l

t z t
3

r
l 4 3 6

r
Z 3 6 5

r
3

6 7

Use any "missing value" technique you wish to obtain the numbers

indicated by the asterisks in the following analysis of variance

table.

replications

'-treatments

error

d.f.

*

s.s.

*

Are the sums of squares you obtain theoretically correct, or are

they approximations to the correct values?
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9. The following data represents the gain in weight in lb. of pigs

from 5 litters fed on 4 different diets. During the course of

the experiment two of the pigs escaped from their pens into the

corn bin thus invalidating two of the observations. The remaining

observations are:

Diet 1 2 3 4

Litter 1 175 139 167 138

2 136 148 157 126

3 136 163 141

4 169 152 132

5 166 159 156 156

(a) Assuming an additive model, estimate the missing observations.

(b) Given unbiased estimates of diet and litter effects.

(c) Set up an analysis of variance table and test at the 5

percent level the hypothesis that diet effects are all

equal. Use both the approximate and the exact test.



10. Two preparations are known to be qualitatively alike, but may

differ in potency. The relative potency is to be estimated

by administering doses xII' x12 ' ·.. , x ln of preparation I

and doses x 2l ' x 22 ' ·.. , x 2n of preparation II,

obtaining measured responses

Yll , Y12 ' ·.. , YIn

and Y21 , Y22 , ·.. , Y2n

It is known that, at zero doses, the response is zero and that,

in the neighborhood of zero dose envisaged in this test, regressions

of response on dose are acceptably linear.

Develop algebraic expressions for all the quantities needed to

estimate the relative potency and to calculate confidence limits

for its value.
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