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ABSTRACT

This paper considers the conditional approach to linear
models in which the exact theoretical results are unavailabl.e
except in terms of multiple integrals. A class of multidimen-
sional error distributions that emulate elongated error
distributions is discussed. The appropriate conditional
distributions are derived along with several properties of

these distributions.

1. INTRODUCTION

Consider a system in which a linear model of the following
form is appropriate:

g=rptoz
where y displays a response vector of observations obtained at
input levels recorded in the X columns of X. The vector 2
displays the errors which follow some distribution with density

function fog).
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Our interest centres around the location of the response:
X@, and the scaling of the response: ¢. In addition, we wish to
study A which indexes the distributions for the error form.

A traditional linear model analysis assumes that the error
density fX is known to be standard normal and leads to the
familiar distribution theory for the regression coefficients
and the standard deviation. Confidence regions and tests of
significance can be obtained directly from this distribution
theory.

Similar conditional distributions can be derived for any
error density fk’ but such distributions are usually available
only in terms of multiple integrals. Typically, the properties
of inference procedures derived from these distributions can be
assessed only through simulation and approximation.

The main references for this topic are section 3.4 in Box
and Tiao (1973), section 11.3 in Fraser (1976), section 6.4 in
Fraser (1979) and Sprott (1980).

A common form of nonnormality is extended tail length or
elongation (as described in Tukey (1977)). There are many
parametric classes of densities which reflect varying degrees
of elongation. The student class is given by

_ 0D
n 2

A8 = 1 [1 + 272:/(.02()\) s Ae (0, + ).
=1

The exponential power class is given by

i 1 A
£ = 7:111 exp{— 5 [Zi/m(X)l }, e (0, 21.

(The functionsw(X) are normally chosen to give B and o fixed
interpretations that do not depend on A).

The shape of the » dimensional contours of fx determines the
form of the derived conditional distributions. There is increas-
ing empirical evidence derived from simulation studies to suggest
that the form of the n dimensional contours near the coordinate

axes in &* has the most dominant effect on the derived
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Contours of the bivariate exponential power class with X = 0.5

the student density with A = 3, Figure 2 shows the exponential
these contours is the manner in which they protrude in the

power density with A
directions of the coordinate axes.
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2.,
The student class of distributions and the exponential power

closest to the origin at a 45 degree angle to any coordinate axis.



Downloaded by [New Y ork University] at 01:13 07 January 2015

LINEAR MODEL ANALYSIS 2033

class of distributions discussed in the introduction are examples
of long tailed (or elongated) densities that form the basis of a
considerable amount of research into the robustness of conditional
inference methods. 1In each class, there is a need for a mu.ti-
dimensional integration (A discussion of the integration required
to obtain the conditional distributions is presented in section 3).
There seem to be very few examples available in the literature, in
which the integration can be completely carried out analytically.
If g~ N (9, 2) IZ) > 0, all of the required integrations can in
fact, be made. The derivations are reviewed in section 4. A
related result can be found in Fraser, Guttman and Styan (1376).

We can try to copy the protruding contours illustrated in
Figures 1 and 2 with appropriately chosen normal distributions.
For example, the lobe-like contour along the z, axis will be

1
similar to the elliptical contour found in

n
(ZTT)—W2 Tf: 7;1;12 ea:p{- zi/Z} exp-{— Zi/ZTl}

call this density fz , Zl = diag (Tl, 1, 1, ..., l)}.
1

To gain an approximation to the lobe-like contours along all

#n coordinate axes, we can consider the density:

£ @ = e/ I exp{- 25./2} exp{— zi/hk}

= (2n)'”/2 I 2, l’l’ exp{-g' z;{l 5/2}
with Zk = diag (1, 1, ..., Ty 1, ..., 1

(and T is in the kth position of the diagonal).

This density has nearly ellipsoidal contours near each
coordinate axis and has a shape that is similar to those in

Figures 1 and 2. Figures 3 and 4 show 2 dimensional contours of
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matrix (V'V = I) and U is an » x k upper triangular matrix with
r = k. Such a decomposition can be obtained by one of a variety
of methods including Gram-Schmidt, Householder, Givens and
others.

The model can then be presented as

Y= V/g +o3
where o = U B. We of course have that L(V) = L(¥) [where L(V) is
the linear space spanned by the columns of ¥V]. It is assumed that
n>r+ 1. If this model is appropriate in a design setting, then
X might already contain a set of orthogonal contrasts, in which
case U is diagonal. Other reasons for presenting the model in an
orthonormal form will appear in the next section.

For the moment, consider the analysis of a model with
standard normal errors:

f}\(,\z,) = f(E) = Q‘pr{— %—Erﬁ}/(zﬂ)n/Z .

We could present the response vector Yy as
Y=V aly) +s@) d(y), where:

a(y) = V'y (the regression coefficients)

32(@) =ly-7aw H2 {the squared length of the residual)
and,ggg) = EZéT Q@ - V’QQ%)) (the unit residual vector).

We normally consider inference for ¢ based on
(a(y) - a)/s(y)

which has an r-variate Student (n-r) distribution with density

function:
Z—r (1 +'g{g)—n/2 T o
n
4= 2282y |,
h
Inference concerning ¢ would be based on

e(y)/o

which has a chi (n-r) distribution with density function:
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n-r) o J_ L 2l gper-l 1) 2 -1 o
| expy~ e 8 5 s €

These distributions can also be derived directly from the

F_l

error variable 2. Indeed, the linear model

Y= V/g + o3z

displays the response variable y as a relocated and rescaled
version of 2. As we did with the response vector y, we can also

present the variation 32 as
z =V a@ + s d2)

We now notice that

’égg) =’ég%) (we will write justlé from now on).

When y is observed, we can record the information concernirg the
unknown E in the formp@Qﬁ) =d.

Now notice that

4=V te@d=Tgtog
=7V g+ oV ala +s@)d
= V(g + oa(z) +os(ad
so that
a@) = o+ oalz)
s(y) = o 8(z)

and

a(z)/s(z) = (gy) - W) /s(y)

s(z) = s(y)/o,
When using regression analysis based on standard normal errors,
the distributions used with our inferences for g and o car be
interpreted as being derived from the distribution for z.

It appears that we have not used the information supplied
by y that informs us that

daz) =4d .
But when z is standard normal,’g(g), s(z) and(é{g) are actually

2037
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statistically independent and the distribution for 4 is uniform

on the unit sphere in Ll(V) given by

!
1 d & unit sphere in L ().

Je

“n-r
(LL(V) is the orthogonal complement to L(V)).

Now suppose the density for 3 is not necessarily normal but
is in fact

@,
We now have r + 2 parameters to study (3, o, AN

The necessary distributions for inference are recorded below
for reference in later secticns. They are derived in, for example,
Fraser (1976) Section 11.3. The unit residual vector g records
rhe observable value of}é(ﬁ) and (g = g(ﬁ), g = s(g)) records the
unobservable part of 3. It is argued from many perspectives that
all inferences should be based on the marginal distribution for -
and the conditienal distribution for (g, &) given &.

The joint distribution for Qg, s,’g) is:

a s - n~-r-1
G a+ed e g

~~

h}(g)

e I

To assess the parameter A\ we have a likelibood function, L,
for n:

L)) = 1y (D)
For inference concerning Qs we have
() - ) /sly) = alzgl/s(z) = T

together with the conditional distribution for 7 given d that has

density:

=1, -1
NV I NCVE ) &7 ds
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L 1 v
(call it gx(g[a)).

For inference concerning ¢ we have that

8(y)/o=s8(z) = s
together with the conditional distribution for s given'é that has
density:

n=1oar
iy

1-1 7om 7
N J e D) e
(ﬁl”

. S
(call it gx(s

D).

These two distributions are considered primary by many authors
in statistical inference although authors do disagree on the
motivation and principles inveclved in the derivation and inter-
pretation of them.

Several authors have evaluated these distributions numerically
(Fraser (1976), Box and Tiao (1973), Efron and Hinkley (197¢),
Barnard (1974), with the extensive use of numerical quadrature
and Monte Carlo). Empirical studies into the properties of
such distributions have been considered by Fraser (1979), ard
Box and Tiao (1973).

The direct approximation of thege distributions has been

considered by Lund (1967) and Sprott (1980). When the rank of

X is equal to 1, the distributions can be obtained with high
numerical accuracy and efficizncy. It is when the rank is
greater than one that there .re many chstacles related to

quadrature that remain to be solved in order to obrain thece

distributions numerically.

4, THE DERIVATION OF THi CONDITIONAL DISTRIBUTIONS

USING THE EMULATIAC FRROR PORMS

This section begins with the derivations of the appropriate
distributions when the error distribution is N(g,Z). We will
then use these results to derive the desired distributions from
the emulating error distributions described in section 2.

Consider the model
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Y= //% + o2

where 2 1s distributed with density:
1 1 -1
f5 @) =—‘—z—tmp{-”€' z 5} :
Z (ZH)H/ lzxz 2

(Here, Z can be an arbitrary positive definite convariance matrix.)

The marginal for é’ hz(é) has the form

(2m) z
a s

~

Tl sty (g+s(V'Z_1V)_1V’Z_1g)}

(2n)”/2|z|1/2

( J exp -%(gj—s(v'z_lV)-
as

; exp{— %-szig'[z_l-z_l v~y V'Z_l]gﬂ}sn_r_l da ds

-1, =%
' T
= J M__LL_ exp{_ !2-_ (é'Rg)Sz}sn—r_l ds

n=r
g 2 5
(emy < |z
-1 -1 1 - -
where R = I - £ V(v's 1V) ! V't !
Now if u = %ﬂé'ﬁé 82 then we obtain
n-r
—_— -1 n-r
~1. - o=r
(Tl 22 ey w2 g
N=p ey CXPi-u) U u
i .
*emz)t drg
-1 =k
I S A A 1
I ~ .
4y p [z)? ﬁfﬁ
(d'Rd)

The conditional density for Qg,s) given,g is now easily seen
to be:
n-r

-1 .,k 2
4 < '
An_er z Vl (g Rg) n-pr-1

1 7, : ! -1 .1
(zﬁ)”/z exp{-— 5 (Vated) 'L (Vg+sg) js

The conditional demsity for ¢ given d is
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h-r N
oo 2 nr oy
Qé Ré) L, o m=r-1 |1 2
T w1 @ )
2
The conditional for I given d is given by
n=r
-1k
i ¥R 2 1 -1 L el
4 capi- = s2(VT+d) ' L7 (VI+d) s T ds
n=o n/2 2 o~ R
(2m) ,
8
2 n-r
- -1k
- Zr V'sT | ('R 2 1 n/2
n ((vr+dy 27 (VD) )

This distribution is, in fact, a relocated and rescaledl

Student (n-r) on & given by

4 i - -
N N U APl
"

We will write

7
I~ Studentn_rQi,W) on ® .

To find g and ¥, we expand the above quadratic form:

(o) '

(VI+d)
@ T v T+ v v

1 -1 1

+arat vt T reThg
so that
poml =l o]
= -(V'z "M Vs é
-1..=1

and W = Q@'Eé)(V'Z V)
We now describe how the above results can be applied to the
case I = Zk as defined in section 2. It is convenient to display

the matrix V as a column of rows:

t
Xl
V= vho= |v v v
~7 11’ “12° P i
v’




Downloaded by [New Y ork University] at 01:13 07 January 2015

2042 FICK

When Z is set equal to Zk’ it will be seen that the conditional

densities for I and s given d depend on the kth compenent of d only

~

and are functionally independent of all but certain functions of V.

Theorem:

Consider the linear model:
Y= Vo + oz

where 2 is distributed with density:

]
—
~

. T . .
.Z ¢; 3. (c@ >0, Zcz

/2 =~
where fz'(é) = (2m) n/ }Zii 2 exp{—
7

N
Qe
N
w
S

and 3. = diag (1, ... 1, 7., 1, ... 1)
. , .th -
with T, in the ¢° position.
[

Then

a) The conditional density for T given d is

7 r n
Loey he (D gy D/ ] ek (D

7 ~ = T L.

=1 7 7 =1 7

b) The conditional density for & given d is

~

7 o n
Lo by (@ gs (sl ) el k()
Lo Cp Ty Ny . L %
=1 7 7 =1 7
with
) , ; -1 ' -’ ~' 2y=(n-r)/2
) e () = . 5 Uy VL) T, 5, 4y
i) sz(m) 4n~r (1 + Yy By P ( K) 1+ ° x)
[
-
i1) g, - the density for Student (. » ¥) on RY
2. koK

B =7 Pk Y B
ni = ~ 7"\ T o " ,,
W= (1 + Py, Ck) (7 Qk 5]( i:],)

iii) fj ~ the density for (1 + o d

using v, = T, - 1 and o, = v,/(1 + v, v) u,)
uSInE Y T T ane oy = Y Tk Zx Lr
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proof:
We begin by evaluating the various matrix expressions when
Z = Zk'
y Vv eva s - Dy
qk - ak - 4

I+ v dag(o, ... Yyr eee OV

T4 0y ven Yg Dps oee OOV

k ~k

!
=1+ v B Y

2) Using Theorem 1.4.1 (iv) in Srivastava and Khatri (197¢),

T'Y-'lv_l:—_,ﬂﬂ' o -1
V27 =T - v By B (T4 v 2 2p)
!
= _T - P D)
QK SkoAok
3) Using Vié = 0,
-1
T/"Z j = v f‘:,,
k< "k Tk ’\Jn

N N
L i

temlog—
(V ‘4;,/ V)

5) Using d'd =1

~

6) By a direct calculation,

Q'R =1+ o, d
S o %

-1 =1 ] 2
ey (Vs = i+ d
(@ nkg) ¢ Z, V) Lt o dK

2 ’
) (I - o P v, )

ok Ak

Now, to obtain expression (a) above, we observe that

, (D) gs Tld) is the joint density for (E%é) if the error

kT

density is fZ . If the error density is ZIc. f; , then

LUz,

£ L

Y oc. hz 5)) &s (71d) records the functional form of the

i=1 4
n

conditional density for T given d. L e hZ (d) is the
=1

divisor to ensure that expression (a) integrates to 1.
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Expression (b) is obtained in the same way.

5. OBSERVATIONS

Some observations about the results are in order.

a)

b)

3)

d)

e)

£)

g)

h)

By presenting the linear model in an orthonormal
form, (with V'V = I) one can see how the conditional
distributions are dependent on L(V). These results
are easily presented in terms of X = VU if the
original model presented is of primary interest.

The marginal hz is actually a function of di only.
3

The dependence on L(V) is entirely in terms of gé Bk'
L
z

2
The density g, 1is conditional upon dk in a form that

1 14
depends on only By B and Py P

The density gg is a rescaled chi distribution that
k

2
has a scaling factor dependent on dk and gé Py -
If all T, are set equal to 1, we of course obtain the

usual distributions as described in section 3 by

noting that Yy, =P = 0.

If 7, is greater than 1, then y will be in the

k
direction dk/gk' Clearly the larger the unit

residual component dk’ the further y will be from

0 (this compares favorably with the empirical results

found in Fraser (1979)).

Notice that the conditional distributions are

weighted sums of the component g densities. The

weights are modulated by the marginals hZ.'
1

The conditional distributions will typically be

asymmetric, unless there is only one ci > 0.

FICK
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6. CONCLUSION

The form of the conditional distributions obtained froxr the
emulating error form 1s substantially influenced by the

functions hz } If the unit residual d is close to the kth
7

coordinate axis, then hz will be large relative to the other

k

hz , © # k. 1In applications, it seems to be unnecessary to
7z

compute the components of conditional distributions with lov

weights, e, hz Qg). These components will not affect the

conditional distributions appreciably.

To choose a range of plausible values for I = (Tl, ey Tn)'

one could consult the marginal likelihood function for T:

7
Idlx) = | e, kg (D
R R A

In many applications, it would be meaningful to formally take all

Tk = T equal. A plot of the marginal likelihood in T would then

be posgible., A collection of relative likelihood intervals could
be computed to aid in the selection of plausible values of T (see
Kalbfleisch (1981) for an extensive discussion of relative likeli-
hood intervals).

A typical analysis would normally begin with all e, = % .

This choice will often closely emulate the actual error density

n
I fx. This choice may not be the best for emulating the
=1

conditional densities, gi and gi, however. If hZ (&) is
Kk

considerably larger than the remaining hz (d), an improvement in
Z

the emulation of the conditionals is often made by choosing

ep = 1. For contour emulation to aid in the understanding of

the behavour of conditional analyses with elongated errors. an
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analysis should include a range of plausible 2, values.
7
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